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Abstract

The widespread use of face recognition algorithms, es-
pecially in Automatic Border Control (ABC) systems has
raised concerns due to potential attacks. Face morphing
combines more than one face images to generate a single
image that can be used in the passport enrolment proce-
dure. Such morphed passports have proven to be a signif-
icant threat to national security, as two or more individ-
uals that contributed to the morphed reference image can
use that single travel document. In this work, we present a
novel method based on hybrid colour features to automati-
cally detect morphed face images. The proposed method is
based on exploring multiple colour spaces and scale-spaces
using a Laplacian pyramid to extract robust features. The
texture features corresponding to each scale-space in dif-
ferent color spaces are extracted with Local Binary Pat-
terns (LBP) and classified using a Spectral Regression Ker-
nel Discriminant Analysis (SRKDA) classifier. The scores
are further fused using sum rule to detect the morphed face
images. Experiments are carried out on a large-scale mor-
phed face image database consisting of printed and scanned
images to reflect the real-life passport issuance scenario.
The evaluation database consists of images comprised of
1270 bona fide face images and 2515 morphed face im-
ages. The performance of the proposed method is compared
with seven different deep learning and seven different non-
deep learning methods, which has indicated the best perfor-
mance of the proposed scheme with Bona fide Presentation
Classification Error (BPCER) = 0.86% @ Attack Presenta-
tion Classification Error Rate (APCER) = 10% and BPCER
= 7.59% @ APCER = 5%. The obtained results indicate
the robustness in detecting morphing attacks as compared
to earlier works.
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Figure 1: Example of face morphing (a) Subject 1 (b) Mor-
phed face image (c) Subject 2

1. Introduction

Face recognition algorithms are widely deployed in sev-
eral applications that also include the identity check at the
border crossing using Automatic Border Control (ABC)
systems. The availability of standardized electronic Ma-
chine Readable Travel Documents (eMRTD) storing a face
image of the document owner has further boosted the de-
ployment of ABC systems in border control processes. An
ABC system verifies the identity of a capture subject by
comparing the face image stored in the eMRTD with the
live probe image captured from the ABC system. ABC sys-
tems are already operational in more than 180 countries in
which the biometric verification at border control supports
a human expert decision [18].

Enabling wide deployment of ABC systems at border
control has raised the awareness towards various attacks that
can be broadly classified as [15]: Attacks against the ABC
system in the form of presentation attack and attacks on the
eMRTD, by modifying the facial data stored in the Logi-
cal Data Structure (LDS) of the eMRTD. Attacks against
the ABC system itself can be addressed by using Presenta-
tion Attack Detection (PAD) methods and attacks on eM-
RTD LDS can be easily spotted as the hash computed over
the facial image (data group 2 in the LDS) would be dif-
ferent, if for instance the face image is replaced. However,
it was demonstrated that the submission of a morphed face
images in which the facial representation of two individu-



Table 1: Overview of existing face morphing attack detection techniques

Detection type Morphed Image type Technique type

No-reference MAD

Digital Morphed Images

Texture Methods: LBP [15], LPQ [15], BSIF [15], 2DFFT
[15], media forensics [11], Image forensics [1], SIFT [11],
SURF [11], FAST [11].
Deep Learning: Pre-trained deep network models [16], [23] &
[17]
Image Degradation: StirTrace algorithm [9], JPEG compres-
sion artefacts [13], PRNU [6], Benfords features [12], Specular
reflection [22].

Print & Scanned Images

Texture Methods: LBP [20] [14], LPQ [20] [14], BSIF [20]
[14], LPQ [20] [14], Color Textures [14], Steerable features
[17].

Deep Learning: Pre-trained deep network models [16].

Image Degradation: StirTrace algorithm [9].

Differential MAD
Digital Morphed Images

Texture Methods: LBP, HOG, SURF, BSIF with feature dif-
ference [21].

Facial Geometry: 2D landmarks[19].

Image subtraction: Demorphing [8].

Print & Scanned Images Image subtraction: Demorphing [8].

als is combined to have a single image, can be used to ex-
ploit the passport issuance protocol by deceiving the officer
[7]. As the morphed face image generated using two dif-
ferent face images can be used to match both subject’s face
image, having a morphed face in the eMRTD can then be
used by both subjects in various applications that demand
the e-passport to be presented. Further, it is also demon-
strated that the morphed face images are difficult to be spot-
ted by both commercial face recognition software and also
by human experts [18] [14]. These facts have strongly mo-
tivated researchers to develop reliable techniques to detect
morphed face images.

Figure 1 illustrates an example morphed face image (see
Figure1 (b)) generated from two different subjects as illus-
trated in Figure 1 (a) & (c). It is evident from the Figure
1 that the morphed face image shows the facial characteris-
tics corresponding to both constituent subjects. The critical
use-case of such a morphed face image is to obtain an elec-
tronic passport by deceiving the passport application offi-
cer. Then the submitted photo, printed by the applicant, is
further scanned and stored as digital facial reference in the
ePassport. Thus, the face morphing attack detection from
a print and scanned version of the manipulated face image
represents closely the real-life use case to date in most coun-
tries.

1.1. Related work

Detection of morphed faces has received a substantial
interest from the research community recently resulting in
several techniques that can be broadly classified in two main
groups: (a) no-reference morphing attack detection tech-
niques and (b) differential morphing attack detection tech-
niques. A no-reference morphing attack detection (MAD)
method is analysing a single image and classifying the same
as either morphed or bona fide. A differential morphing at-
tack detection technique will use two images at a time to
make the decision. The differential MAD method is well
suited for the ABC scenario, where the MAD technique can
compare the trusted live captured face image (captured in
the border gate) with the ePassport reference face image to
determine, whether the face image stored in the ePassport
is bona fide or morph. Further, the techniques developed
in the literature can be divided into two types (a) Digital
morph detection: In which both bona fide and morphed face
images are and remain in digital form at all times. This rep-
resents the use case of visa application or ePassport renewal
(e.g. operated New Zealand, Finland and Estonia) in which
an applicant can submit a digital photo. (b) Print & scanned
morph detection: This will present the typical application
of passports in which the applicant will submit his printed
photograph to the officer which is then scanned and stored
in the ePassport.



Table 1 presents a systematic overview of existing MAD
techniques. As noted from the Table 1: (1) the majority
of the work in literature is focused on no-reference MAD
methods, especially working on the digital image type. To
this extent, the first work [15] was focused on exploring
the texture based and frequency based features that have in-
dicated a moderate MAD performance. Several morphed
face detection techniques based on techniques like JPEG
artefact detection, media forensic features (like edge de-
tectors, feature descriptors like SIFT, SURF, BRIEF and
FAST) were also introduced which have resulted in very
low detection accuracy. A recent work in this direction
has explored the features based on Photo Response Non-
Uniformity (PRNU) that measures the pixel variation as a
result of the camera noise [6]. However, the results re-
ported in [6] have indicated a similar performance to that of
BSIF on the same database as indicated in [21]. Further the
PRNU-based method suits well, if the camera noise pattern
is preserved, which is unfortunately unlikely in the real-life
condition with print-scanned morphed face images. We as-
sume that this limits the applicability of the PRNU method
for MAD of digital morphed images only. (2) The print-
scanned MAD is a challenging problem as the printing and
scanning procedure will introduce additional noise and will
also mask the pixel discontinuity that might no longer ex-
ist due to the morphing process. The existing approaches
in this direction are based on texture descriptors and deep
learning methods. However, it is demonstrated in [16] that
the digital morphed face images are less challenging to de-
tect as compared to print-scanned morphed face images.
Recent work in this direction has explored the Steerable
texture features that have indicated a better performance to
that of transferable deep learning methods. (3) Differential
MAD techniques are based on a pair of images (one from
the ABC gate and the other from the ePassport) from which
properties are observed in order to make a decision. There
exist few approaches that are based on texture features, 2D
face landmarks and image subtraction (a.k.a. face demor-
phing). Among these methods, the demorphing technique
[8] has indicated a reliable performance. Thus, based on
the available literature it is clear that the detection of print-
scanned is more challenging but less addressed. This mo-
tivated us to address the morphing attack detection in the
print-scanned domain.

In this work, we present a novel method for morphed
face detection from the print-scanned images. The proposed
method is based on extracting the hybrid textures features
from multiple colour spaces like HSV and Y CbCr. It is
our assertion that the use of multiple colour spaces will re-
sult in the complementary information, which can be fur-
ther processed to extract vital information that helps to de-
tect morphed faces reliably. Further, the use of the Lapla-
cian pyramid to extract the multi-scale images to quantify

the spatial features. Finally, each of the multi-scale images
is processed using block-wise Local Binary Patterns (LBP)
which is then classified using a Spectral Regression Ker-
nel Discriminant Analysis (SRKDA) classifier to detect the
morphed face images. Thus, the following are the main con-
tributions of this work:

• Proposed a new method based on exploring multiple
colour spaces to extract multi-scale texture features.

• Extensive experiments are carried out on the largest
semi-public database to the best knowledge of authors.
The database is comprised of 1270 bona fide face im-
ages and 2515 morphed face images.

• Exclusive evaluation of the proposed method is pro-
vided with fourteen different state-of-the-art morph-
ing attack detection methods. Among the state-of-
the-art methods there are seven different deep learn-
ing approaches and seven different non-deep learning
approaches. All benchmark results are obtained using
the IS0/IEC 30107-3 [10] with BPCER computed at
APCER = 5% and 10%.

The rest of the paper is organised as follows: Section
2 presents the proposed method, Section 3 will discuss the
experimental results and Section 4 will draw the conclusion.

2. Proposed method
Figure 2 shows the block diagram of the proposed

method that extracts the hybrid colour textures to automati-
cally detect the morphed images. The primary objective of
the proposed approach is to extract complementary features
and subsequently classify the given image as bona fide and
morphed face image. To this extent, the proposed method
uses multiple colour spaces to extract complementary data
from each colour space that are further processed to rep-
resent spatial information in multi-scales. The proposed
method can be structured in the four steps as discussed be-
low:

Multiple colour space decomposition: The first step of
the proposed method is to extract multiple colour spaces. In
this work, we have used only two different colour spaces
namely HSV and Y CbCr by considering the robustness in
extracting the complementary features [3]. Given the face
image I , we obtain six different colour space images as fol-
lows:

HSV (I) = [IH , IS , IV ] (1)

Y CbCr(I) = [IY , ICb, ICr] (2)

Where the colour space images are ICi =
{IH , IS , IV , IY , ICb, ICr}, 8i = {1, 2, 3, 4, 5, 6}
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Figure 2: Block diagram of the proposed method

Laplacian scale decomposition: In the second step, we
try to extract the spatial information by decomposing the
given colour space image ICi into multiple scales using
Laplacian pyramid [4]. Given the colour space image ICi,
the Laplacian pyramid represents the ICi at different levels
l with different scales. Each scale corresponds to multiple
frequency bands. The decomposed image in a particular
level k is the difference between the Gaussian pyramid im-
age of level k and level k + 1 which can be defined as:

Lk = Gk � upsample(Gk+1) (3)

In this work, we have used the three-level decomposi-
tion of the Laplacian pyramid such that each colour space
image Ci is represented by the three sub-images. Since we
have six different colour space images and each of them
is represented using three level of Laplacian pyramid de-
composition, this will result in a total of 6 ⇥ 3 = 18
sub-images. Let these sub-images be presented as LPj =
{LP1, LP2, LP3, . . . , LP18} , 8j = {1, 2, 3, . . . , 18}.

Figure 3 illustrates the quantitative results of the pro-
posed approach with both colour space images and Lapla-
cian decomposed images that demonstrate the complemen-
tary features. Similar observation can be made in the de-
composed sub-images.

Texture Features: Local Binary Patterns (LBP) In the
next step, we extract the texture features T from each sub-
images LPj using Local Binary Patterns (LBP). In this
work, we divided the sub-images LPj to have image block
of size 20 ⇥ 20 pixels with 10 pixel overlapping. The LBP

YCbCr HSV

Scale Space Representation

Figure 3: Illustration of colour space and Laplacian decom-
position employed in the proposed method

texture patterns are obtained on each block with a gray val-
ues of P = 8 equally spaced pixels on a circle of radius
R = 1. Finally, the texture features obtained on each block
are represented using a histogram and concatenated to form
a single vector. Thus, the LBP representation of each block
be, 8e = 1, 2, . . . , E in a given sub-image LPj can be rep-
resented as:

T
e

b
=

P�1X

P=0

s(gp � gc)2
P (4)

Where, gc corresponds to the gray value of the central pixel
of a local neighbourhood, gp corresponds to the P equally
spaced pixels on a circle of Radius R.



Detector: Spectral Regression Kernel Discriminant
Analysis (SRKDA) In this work, the detection is carried
out using the SRKDA classifier independently on the tex-
ture features corresponding to every sub-image T

e

b
, 8e =

1, 2, . . . , E. Let Tri be the training vector such that, Tr 2
<d

, r = 1, . . . ,M , let K = M ⇥ M be the kernel matrix.
In this work, we have used the Gaussian RBF as a kernel
function. Then the objective function for the KDA can be
given as:

maxU D(U) =
U

T
CbU

UTCtU
(5)

Where, U is the projection function into kernel space, Cb

and Ct denote the between class and total scatter matrix. It
is shown in [2] that Equation 5 can be written as:

max↵D(↵) =
↵
T
KWK↵

↵TKK↵
(6)

Where, ↵ = ↵1,↵2, . . . ,↵MM is the Eigenvector satis-
fying KWK↵ = �KK↵. W is a block diagonal matrix
of labels assigned such that upper block corresponds to the
bona fide labels and lower block correspond to the morphed
labels. It is also shown in [5] that, KDA project can also be
obtained as follows:

W↵ = ⇤� (7)

(K + �J)↵ = � (8)

Where, � is an Eigenvector of W , J is the identity matrix
and � > 0 is a regularization parameter. Eigenvectors � can
be obtained directly using the Gram-Schmidt method. As
(K+�J) is positive definite, the Cholesky decomposition is
used to solve above equations 7 and 8. Thus, SRKDA only
needs to solve a set of regularised regression problems that
will results in less computational cost. For the no-reference
scenario given the test image Te, the SRKDA will generate
a MAD score corresponding to each sub-image. This will
result in 18 different MAD scores for the test image Te. Fi-
nally, we combine these MAD scores using the SUM rule
to make the final decision of morphed / bona fide.

(a) Bona fide  Image

Hybrid Scale Space features 

(b) Morphed Image

Hybrid Scale Space features 

Figure 4: Illustration of the proposed method on (a) Bona
fide (b) Morphed face images

Figure 4 illustrates the qualitative results of the proposed
features on both bona fide and morphed face images that
can indicate the visual differences. These differences may
reflect the variations due to the process of morphing. Fur-
thermore, the use of multiple colour spaces also indicates
the distinct features across bona fide and morphed faces.
This justifies the applicability of the proposed feature ex-
traction method for MAD.

3. Experimental results and discussion
In this section, we present the results of the proposed

method on the semi-public database available from [17].
The database comprises of 693 bona-fide and 1202 mor-
phed face images in the training set and 579 bona-fide and
1315 morphed images in the testing set. Thus, the com-
plete database comprises 3791 samples. To the best of our
knowledge, this is the largest database containing print and
scanned morphed faces available for research purpose. Fur-
ther, it is also illustrated in [17] that, the image quality of the
bona fide and morphed face images in the database is equiv-
alent. This is relevant to avoid that the classification results
are purely based on quality differences stemming from com-
pression artefacts.

In this work, we present the quantitative results regard-
ing the MAD accuracy following the IS0/IEC 30107-3 [10]
metrics: Bona fide Presentation Classification Error Rate
(BPCER) and Attack Presentation Classification Error Rate
(APCER). BPCER is defined as proportion of bona fide pre-
sentations incorrectly classified as attacks while APCER
is defined as proportion of attack presentations incorrectly
classified as bona-fide presentations. In particular, we re-
port the performance of the proposed method by report-
ing the value of BPCER while fixing the APCER to 5%
and 10% according to the recommendation from IS0/IEC
30107-3 [10].

Table 2 indicates the quantitative result of the pro-
posed method together with fourteen different state-of-the-
art methods in which seven methods correspond to deep
learning methods and the remaining seven different meth-
ods correspond to non-deep learning techniques. The fol-
lowing are the important observations from the Table 2:

• In general, the deep learning techniques show better
performance when compared with non-deep learning
state-of-the-art methods.

• The proposed method has indicated the best perfor-
mance with BPCER = 0.86% @ APCER = 10% and
BPCER = 7.59% at APCER = 5%. The improved per-
formance of the proposed system can be attributed to
the texture features extracted from the multi-scale spa-
tial sub-images derived from complementary colour
spaces. Further, it is also illustrated in Figure 4 that



Table 2: Quantitative performance of the proposed method

Algorithm Type Techniques available
BPCER (%) @

APCER = 5% APCER = 10%

AlexNet [17] [23] [16] 32.76 23.62

VGG16 [17] [23] [16] 36.38 24.83

VGG19 [17] [23] 33.62 21.55

Deep Learning Meth-
ods

ResNet50 [17] 32.24 20.17

ResNet101 [17] 30.34 22.59

Google LeNet [17] 41.38 30.86

Google Inception V3
[17]

73.97 59.83

LBP-SVM [20] [14] 89.63 75.14

Non-Deep Learning
Methods

LPQ-SVM [20] [14] 94.64 82.13

IG-SVM [20] [14] 68.08 56.47

BSIF-SVM [20] [14] 96.29 86.87

HoG-SVM [20] 88.94 62.69

Color Textures [14] 80.48 51.64

Steerable textures [17] 45.76 13.12

Proposed Method 7.59 0.86
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Figure 5: Distribution of Bona fide and Morphed scores (best viewed in colour)

these features are discriminant for bona fide and mor-
phed face images.

• Figure 5 illustrates the MAD score distribution of the
proposed method (See Figure 5b) benchmarked with
the image gradient method (See Figure 5a). We have
considered the image gradient method as an example
as it is a non-texture based method. It can be observed
from the score distribution of the proposed method
that, the small amount of MAD scores are overlapping

with the bona fide scores when compared to that of the
image gradient method. Further, Figure 5 also shows
the thresholds indicated in the vertical lines at APCER
= 10% and 5%.

Thus, based on the obtained results the proposed method
has demonstrated the best performance when compared
with 14 different state-of-the-art methods on the semi-
public print-scanned morphed face images.



(a) Morphed faces: Easy to detect (b) Morphed faces: Difficult to detect

Figure 6: Example of morphed face images that are easy and difficult to detect using the proposed method

3.1. Analysis of results
In this section, we present an extended analysis of the re-

sults obtained using the proposed method, more particularly
on analyzing the morphed images that have been printed
and scanned. Figure 6 shows example morphed images that
are easy (see Figure 6a) and hard (see Figure 6b) to detect
using the proposed method. Those morphed face images
that are shown as hard were misclassified by our method
as bona-fide. Following are the main observations:

• It can be stated that it is challenging to detect a mor-
phed face image corresponding to a female subject ir-
respective of the ethnicity. Careful examination of the
source images that are used to generate these morphed
face images indicates a possible reason the impact of
regular make-up.

• It is also interesting to note that the morphed face im-
ages, which are easy to detect, are those corresponding
to a male subject. Careful examination of the source
images corresponding to these morphed face images
reveals a significant difference in shape and geometry
between the source images as the potential reason.

4. Conclusion
Reliable detection of morphed face images is of

paramount interest to combat recently published attacks on
ePassports by deceiving the passport application protocol
by submitting a morphed face image. In this paper, we
have presented a novel no-reference morphing attack de-
tection technique for face images that have been printed
and scanned, to reflect the real-life passport application sce-
nario. The proposed method is based on extracting the tex-
ture features from the scale-space representation of multiple
colour space of the given image. The proposed approach is
based on two different colour spaces (HSV and Y CbCr)
and Laplacian pyramid decomposition with 3 levels to ex-
tract the scale-space features from each colour space im-
ages followed by texture extraction using LBP. Texture fea-
tures corresponding to individual sub-bands are further clas-

sified using SRKDA to obtain the morphing attack detection
scores. Finally, the scores are combined using the SUM

rule to make the final decision. Extensive experiments
are carried out on the semi-public print-scanned morphed
face database with 3791 samples. The proposed method
is benchmarked against 14 different state-of-the-art tech-
niques. Obtained results demonstrate the best performance
of the proposed method with BPCER = 0.86% at APCER
= 10% and BPCER = 7.59% at APCER = 5% compared to
existing state-of-art techniques.
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