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Abstract

Quality assessment of biometric fingerprint images is

necessary to ensure high biometric performance in biomet-

ric recognition systems. We relate the quality of a finger-

print sample to the biometric performance to ensure an

objective and performance oriented benchmark. The pro-

posed quality metric is based on Gabor filter responses

and is evaluated against eight contemporary quality estima-

tion methods on four datasets using sample utility derived

from the separation of genuine and imposter distributions

as benchmark. The proposed metric shows performance

and consistency approaching that of the composite NFIQ

quality assessment algorithm and is thus a candidate for in-

clusion in a feature vector introducing the NFIQ 2.0 metric.

1. Introduction

In large scale Automated Fingerprint Identification Sys-

tems (AFIS), it is important to consider that there will be a

certain fraction of individuals who will try to avoid detec-

tion. At the border controls of Japan and the United States

of America, an individual can be rejected entry if the bio-

metric probe sample captured from the individual matches

(has a high comparison score) with a biometric reference

already registered in a database, or a watch-list. Conse-

quently, for negative biometric claims a situation can arise

where an individual will supply a low quality probe sam-

ple on purpose, thus minimizing the chance of detection.

Without a method of determining whether the quality of the

captured probe sample reaching a sufficient level for recog-

nition purposes, an individual can thus subvert the system.

The scenario is substantiated by the findings in [19, 18, 7],

where it was established that there is a strong correlation be-

tween fingerprint image quality and biometric performance.

Determining the quality of a fingerprint also finds use in

other scenarios such as in the context of immigration where

a subject can apply for a visa at the embassy or consulate

for a given country. In order to verify that the identity of the

subject at the border control is indeed the same as the one

who received the visa at the embassy, a fingerprint capture

is performed at the time of the application. Thus the sub-

ject is enroled in the biometric system and can be identified

at a subsequent border control. In Europe such a system

is implemented for all countries of the Shengen area and is

known as the Visa Information System (VIS). In a system

such as the VIS the cost of a false reject is high: the sub-

ject is either faced with a wasted travel expense and anguish

over an unrightful rejection, or the border control will have

to employ special procedures to verify the subject identity

through other means.

This exemplifies that it is desirable to assess the quality

of a fingerprint image before any enrolment transaction is

initiated, so that for later comparisons, at least the enrol-

ment sample is of suitable quality. High comparator per-

formance is achieved if a fingerprint’s quality is sufficiently

good and overall database integrity is improved. This re-

quires poor image samples to be rejected before they are

martin.olsen@cased.de
h.xu@ewi.utwente.nl
christoph.busch@hig.no


enroled into databases. From an operational perspective,

such Failure To Capture might trigger a re-capture proce-

dure potentially with more support for the capture subject

given by the operator personnel.

Here we present an approach based on Gabor filter re-

sponses and evaluate the performance relative to the metrics

defined in ISO/IEC TR 29794-4 [10] and NFIQ [18]. The

findings presented herein are included in the development

considerations of the forthcoming NFIQ 2.0 [3] algorithm,

which will be the successor of the widely adopted NFIQ

algorithm.

2. Background

If fingerprint image quality is to be a predictor of the bio-

metric performance, then the quality metric should reflect

the signal quality defining both the local and global char-

acteristics in a fingerprint. Locally, the ridge orientation

certainty level [12], local orientation [4], or the blockwise

similarity to Gabor filter responses [2] can be applied as in-

dicators of quality. In a similar manner, the discrete Fourier

transform can be analyzed [13] to give an impression of the

global quality. An extensive comparative study on quality

metrics was performed by Alonso-Fernandez et al. [1]. Sev-

eral of these metrics are included in the ISO/IEC technical

report on biometric fingerprint sample quality [10].

Fingerprint image quality as a predictor of biometric per-

formance was first published by National Institute of Stan-

dards and Technology (NIST) in the technical report Fin-

gerprint Image Quality [18], which documents the devel-

opment of the NIST fingerprint image quality (NFIQ) al-

gorithm. Here fingerprints are classified into 5 quality lev-

els, ranging from poor to excellent quality, based on several

characteristics: ridge orientation flow, ridge orientation cer-

tainty, local ridge curvature, and local contrast. Using an in-

terpretation of these characteristics, NFIQ relies on a neural

network to perform the classification. In [16], several defi-

ciencies in NFIQ have been identified, among those the im-

portant notion that the the definition of the image features

used to predict the NFIQ leaves great optimization poten-

tial.

Our proposed method and methodology differs from that

in [2] as we do not subdivide the input into blocks and we

do not use a subjective measure to compare the performance

of the algorithm. Instead we work in a pointwise manner

and use an objective performance assessment, thus ensuring

reproducability of results.

3. Fingerprint Quality Metrics

We propose a fingerprint quality measure based on the

Gabor filter responses. In this paper we also evaluate sev-

eral contemporary quality estimation methods, including

Orientation Certainty Level (OCL), Ridge-valley Structure

(a) (b)

Figure 1. One complex Gabor filter (f = 0.1, σx = 6.0, σy =

6.0, θ = 1/2π). (a) the real part of the complex Gabor filter; (b)

the imaginary part of the complex Gabor filter.

(LCS), Ridge-valley Uniformity (RVU), Frequency Domain

Analysis (FDA), Radial Power Spectrum (POW) and Orien-

tation Flow (OF).

3.1. Quality Metric Based on Gabor Filter Re­
sponses

A Gabor filter is a bandpass filter with local support that

enhances some spatial frequencies with a certain orientation

and attenuates the others [6]. As fingerprints have parallel

ridge patterns with well-defined local frequency orientation,

the Gabor filter responses of fingerprints reflects the clar-

ity of the fingerprint ridge pattern along a certain direction.

Therefore, we choose the responses of a bank of Gabor fil-

ters as one quality measure.

The general form of a complex 2D Gabor filter in the

spatial domain is given by [8]:

hCx(x, y; f, θ, σx, σy) =

exp

(
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2
(
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θ

σ2
x
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σ2
y

)

)

exp (j2πfxθ) , (1)

where

xθ = x sin θ + y cos θ, (2)

yθ = x cos θ − y sin θ, (3)

f is the frequency of the sinusoidal plane wave along the

orientation θ, and σx, σy are the parameters of the Gaussian

window.

We set the filter frequency f as the reciprocal of the av-

erage inter-ridge distance. For fingerprint images captured

from an adult population with the 500dpi resolution, the av-

erage inter-ridge distance is approximately 10 pixels [11].

Therefore, we set f = 0.1 in our experiments.

We use n = 4 four different orientations, θ = (k −
1)/nπ, k = 1, ..., n, respectively, for the bank of Gabor fil-

ters. Figure 1 presents the real and imaginary part of the

Gabor filter with orientation θ = 1/2π. The Gaussian pa-

rameters are set as σx = 6.0 and σy = 6.0.
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Figure 2. Fingerprint from FVC2002Db2 dataset and its Gabor

filter responses. (a) fingerprint image; (b-e) Smoothed absolute

value of fingerprint image that have been filtered by Gabor filters

with different orientations; (f) the standard deviation value of Ga-

bor responses with different orientations.

We apply the above mentioned bank of Gabor filters to

fingerprint images. We take the magnitude of the filter re-

sponses and apply a small smoothing filter. A fingerprint

and its four Gabor filter responses are illustrated in Fig-

ures 2(a)-2(e), respectively.

The Gabor responses reflect the local quality of finger-

prints. For the fingerprint areas with clear ridge pattern, the

Gabor responses of one or a few orientations should have

larger values than other orientations. Whereas for the back-

ground or the poor ridge clarity fingerprint areas, the Ga-

bor responses of n orientations will be low and constant.

In other words, the variety of the n Gabor responses at a

certain area can reflect the clarity of the fingerprint ridge

pattern in that area. Therefore, after obtaining the bank of

Gabor responses Gk, k = 1, ..., n, we take the standard de-

viation of them, denoted as Gstd and shown in Figures 2(f).

Finally, the Gabor quality is defined as the mean of Gstd.

In this paper, we also evaluate another Gabor quality

measure proposed by Shen et al. [17] in Section 5. The

main differences between our method with Shen’s are:

• In Shen’s method, the fingerprint foreground is seg-

mented into blocks, and each block is marked as

”good” or ”poor” by comparing the Gabor responses

with a fixed threshold Tq . However, for fingerprints

obtained by different scanners, optimizing such a fixed

threshold Tq is difficult and unreliable. During our

evaluation, we noticed such unstable behaviour by set-

ting different Tq . In our method, we obtain the Gabor

quality measure without thresholds.

• In Shen’s method, another fixed threshold Tb is used to

segment fingerprint foreground. However, we notice

in our experiments that the size of the fingerprint fore-

ground could influence the recognition performance,

i.e., a larger fingerprint foreground could lead to a

higher performance. Therefore, in our method, we

did not include the fingerprint segmentation part in our

evaluation, in order to make the Gabor quality measure

also reflect the size of the fingerprint foreground.

• In our method, we evaluated the influence of different

Gabor filter orientation number n to the quality mea-

sure performance. Instead of using n = 8 as proposed

by Shen, we found out that setting n = 4 will be able

to obtain equivalent performances. This setting can in-

crease the calculation speed with a factor of two.

3.2. Other Quality Metrics

The technical report on fingerprint sample quality [10]

by the International Organization for Standardization is the

most recent overview of recommended fingerprint quality

metrics. We use the metrics defined there as a benchmark

with which we compare our approach. We use the following

metrics:

Orientation Certainty Level (OCL) measures the strength

of the energy concentration along the dominant ridge flow

orientation within a block by means of computing the block-

wise gradient.

Ridge-valley Structure, also called Local Clarity Score

(LCS) computes the blockwise clarity of ridge and val-

leys by applying linear regression to determine a gray-level

threshold, classifying pixels as ridge or valley. A ratio of

misclassified pixels is determined by comparing with the

normalized ridge and valley thickness of that block.

Ridge-Valley Uniformity (RVU) measures the blockwise

consistency of the ratio between ridge and valley. A large

deviation from the global mean of ridge-valley ratios indi-

cates low quality.

Frequency Domain Analysis (FDA) performs a block-

wise Discrete Fourier Transform and measures the energy

concentration in a frequency band. Dominance in the very

low frequencies indicate low quality.

Radial Power Spectrum (POW) is a measure of maximal

signal power in a defined frequency band of the global Ra-

dial Fourier spectrum. Ridges can be locally approximated

by means of a single sine wave, hence high energy concen-

tration in a narrow frequency band corresponds to consistent

ridge structures.



In addition to the quality metrics included in ISO/IEC

29794-4, we also evaluated the Orientation Flow (OF) pro-

posed in [5]. OF is a measure of the rate of change in

the blockwise ridge flow across the fingerprint. The qual-

ity score decreases as the difference between the dominant

ridge orientation of the block and that of its 8 neighboring

blocks increases.

4. Quality Assessment

In this paper, we applied the concept of Biometric Sam-

ple Utility for quality assessment. Biometric Sample Utility

is a measure of the biometric performance for a particular

sample. The observed utility of the sample dui (the uth pre-

sentation of subject i) is computed by means of the genuine

and imposter similarity score distributions, e.g. in [9] the

utility of a sample is defined as

utilityui =
µgenuine
i,u − µimposter

i,u

σgenuine
i,u + σimposter

i,u

, (4)

where µ is the mean and σ is standard deviation. utilityui is

a measure of the distance between the two distributions: a

high utility corresponds to the distributions being well sep-

arated and therefore that dui has a low likelihood of being

falsely rejected and that the likelihood of an imposter being

falsely accepted as dui is also low. Therefore, we say that a

high utility reflects a high biometric performance. We will

use this definition of utility for our performance compari-

son.

5. Experiments

The purpose of our experiments is to quantify the pre-

dictive performance of the Gabor based quality metric rel-

ative to the metrics from ISO/IEC TR 29794-4 and NFIQ.

We do so by investigating the Spearman correlation between

sample utility as defined in ISO/IEC standard on biometric

fingerprint sample quality [9] and the sample quality value

for each quality metric. Further we analyse the inter-metric

correlations to uncover possible redundant quality metrics.

5.1. Datasets and Protocol

For the experiments we use Db2 (optical) and Db3 (ca-

pacitive) of the FVC2002 [14] database and Db1 (optical)

and Db2 (optical) of the FVC2004 [15] database. We com-

bine the 8 presentations per subject from the A (100 sub-

jects) and B (10 subjects) sets resulting in 880 samples per

dataset.

For each dataset we have computed the utility of each

sample according to Eq. 4 using comparison scores obtained

using the Neurotechnology Verifinger 6.2 SDK. We inves-

tigated 36 parameter permutations of the filter bank size,

Gaussian and frequency parameters on the four datasets.
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Figure 4. Gabor score plotted against utility for each dataset using

n = 4, f = 0.1, σ = 5.

For the Gabor filter bank size we used n = {4, 6, 8, 16},

the Gaussian parameters σx and σy were varied with σ =
{4, 5, 6}, while the frequency parameter f was varied with

f = {0.05, 0.1, 0.15}.

We compare our approach with NFIQ, OCL, LCS, RVU,

FDA, POW, OF and the Gabor filter approach proposed by

Shen et al [17]. Except for NFIQ, we apply 36 different

parameter configurations on these metrics. In particular, for

the blockbased algorithms (OCL, LCS, RVU, FDA) we use

blocksizes of 8, 16, 32, 64.

5.2. Results and Evaluation

The highest Spearman correlation values achieved for

each quality metric on each dataset are summarized in

table 1. The highest correlation with utility was ob-

tained using the Orientation Flow (OF) approach on the

FVC2004Db1 dataset. From the table, we observe that all

the investigated metrics have an increased correlation with

utility when using the FVC2004Db1 dataset compared to

the three other datasets. All metrics have low correlation

when using the FVC2002Db2 dataset which we believe is

due to the FVC2002Db2 dataset containing particularly dif-

ficult to match samples (also called outliers). The reason

is that outliers will make the estimation of the genuine dis-

tributions unreliable, thus influence the utility value. We

observe that the proposed Gabor filter approach performs

consistently and similarly to the NFIQ metric across the

datasets.

The configuration that resulted in the highest correlations

for Gabor was obtained with n = 4, σx = σy = 5, f = 0.1.

In our experiments, we observe that the performance of the

quality measure does not increase when using values of n
higher than 4. In Figure 3 the boxplots (boxes extend to 25th

and 75 percentile, with mean marked as a line, and whiskers

extending to cover the range excluding outliers) depict the

correlation of Gabor quality values across all datasets when

fixing respectively the Gabor parameters n 3(a), f 3(b), and
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Figure 3. Spearman correlations between Gabor settings and utility across the parameter space as investigated on the four datasets. (a) for

fixed values of n (4, 6, 8, 16); (b) for fixed values of f (0.05, 0.1, 0.15; (c) for fixed values of σ (4, 5, 6).

σ. We observe that when viewed across the four dataset

these are indeed the settings that show the highest correla-

tions with utility. The influence of the frequency parameter

f is dominating the quality score and thus the whiskers ex-

tend across a large range in both the filterbank size n and

Gaussian σ box plots.

We also investigate the distribution of Gabor quality

scores in relation to utility for each of the datasets. We

found that the Gabor quality scores are distinct for each

dataset and there are some outliers which show high util-

ity and low quality score and vice versa. This is depicted

in Figure 4. Neither dataset represents the result of another

dataset and hence the consequence is that care must be taken

in not extrapolating the results to a general case. The solu-

tion is to use datasets containing a larger sample of the pop-

ulation and which contain an even distribution of samples

across the entire utility range.

In table 2, we summarize the intermetric correlation to

give an overview of which metrics may be redundant. We

see almost perfect correlation (0.909) between our approach

and the approach presented by Shen et al. This is to be

expected as both approaches are based on Gabor filter re-

sponses, but we can use this information in combination

with the utility correlations in Table 1 to determine that our

approach outperforms the Shen approach when seen across

all datasets. We also note that there are relatively high cor-

relations with both the OCL and POW metrics, while the

correlation between OCL and POW is comparatively lower.

This indicates that the Gabor approach may be improved by

combining the OCL and POW methods.

6. Conclusions

We introduced a Gabor filter based approach, which cor-

relates with utility on a level comparable or above that of

eight contemporary quality metrics. This shows the via-

bility of using the Gabor filter to predict biometric perfor-

mance on fingerprint images. While we investigated 36 pa-

rameter configurations, there is still room for exploring the

parameter space for further optimizations.

As the NFIQ metric is a composite metric containing 11

features based on the fingerprint, we conclude that the Ga-

bor filter approach could be included as part of a quality

feature vector in order to be able to outperform and replace

the NFIQ metric. In relation to the development of NFIQ

2.0, the successor of NFIQ, we have a positive outlook on

the inclusion of the presented approach.

Our future research will be improving the Gabor quality

approach, focusing on dealing with different types of fin-

gerprints and/or scanners. Another research topic is how

to select and combine quality metrics for generating the

NFIQ 2.0 metric. Furthermore, the utility measure as de-

fined in Eq. (4) is prone to outliers in the imposter and gen-

uine score distributions, especially the genuine score distri-

butions. This influences the reliability of the utility mea-

sure. We can cope with this by using datasets that allow

for a larger amount of genuine comparisons, or by using an-

other utility measure, e.g. instead of considering all genuine

comparisons, we could consider only the maximum genuine

score for a given sample. In our future investigations, we

will consider these other options for quality metric perfor-

mance assessment.
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