
and homogeneous regions with smoothed region borders were formed by the operation.
This final segmentation identifies the pathological area as closed region. A comparison
shows a good match of the automatically located region to the interactively defined one
in Figure 3.

Figure 6. 3D–Visualization: Coronal view of tumor inside skull

Therefore a contour extracting com-
ponent and the automatic set–up of
an assignment graph based on a con-
nected component algorithm is re-
quired. This serves as input for stan-
dard surface reconstruction of se-
lected tissue types [5].

Segmented data may serve as input for surface reconstruction and thus for an auto-
matic generated visualization of pathological areas.

The 3D–visualization given in Figure 6 shows the reconstructed tumor inside the skull of
a patient and might be used for operation planning.
4 Conclusion
This work addresses the automatic segmentation of tomographic images, which is per-
formed in a two–step processing pipeline. While step one of the pipeline implements tex-
ture discrimination methods for pixel based classification, step two realizes a postproces-
sing and eliminates classification errors. The used segmentation pipeline shows good
generalization capabilities on a base of over 70.000 texture test samples in a statistical eval-
uation. The segmentation of pathological tissue can be performed with classification rates
of approx. 96%. The results serve as input for 3D–visualization.
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3 Results
The outlined segmentation pipeline was tested on over 70.000 test samples stemming from
11 patients with identical pathology. The investigated data sets (MRI–data with
T2–weighted band, pw–weighted band and an additional ct–band) were classified with dif-
ferent classifiers. The overall comparison of the results is shown in Figure 2.
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Figure 2. Statistical evaluation: right–positive average over all classes
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The statistic evaluation was performed using the leaving–one–out method in such a way
that classification rates from Figure 2 represent mere generalization capabilities. It indi-
cates that energy based techniques such as wavelet transform or textural energy are superi-
or to the statistical based methods.

Figure 3. T2–weighted 
band from 
original data set

Figure 4. Classification 
result of 
Figure 3

Figure 5. Segmentation resu

The above Figures  show the results of both steps of the segmentation pipeline. In Figure 3
the T2–weighted band from the original data set is shown. The white polygon shows the
isoline definition from irradiation planning that was interactively determined by an expert.
A classification result is given in Figure 4.  Misclassifications, especially confusions be-
tween tumor and CSF can be observed inside the ventricular system. These classification
errors are identified and eliminated by the postprocessing step of the segmentation pipe-
line.  It can be stated, that all misclassified  isolated pixels from Figure 4 were removed



2 Methods

The work of this paper relies on a segmentation pipeline for tomographic data such as ma-
gnetic resonance imaging. An overview of the segmentation pipeline is shown in Figure 1,
while a more detailed description of its components can be found in [1]. The pixel based
approach employes a twostep processing analysis, where step 1 is the mere texture discrim-
ination and classification. A subsequent postprocessing of classified data provides a seg-
mentation result that can be used for application system such as 3D–visualizer or volumet-
ric tools.

Figure 1. Two–step segmentation pipeline
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Well known texture discrimination methods like wavelet transform, statistical moments,
cooccurrence matrices and textural energy are integrated in the pipeline. A comparative
study on their individual suitability in terms of classification rates can be found in [1].

The embedded classification technique in the segmentation pipeline is the Kohonen Fea-
ture Map [3], that provides a cluster analysis of the tomographic input data and after addi-
tional learning–cycles with Kohonen’s LVQ–learning on a training set defined by an ex-
pert, it serves as a supervised classifier.

The second step of the segmentation pipeline uses a postclassifying filtering method based
on the anatomical knowledge about neighborhood relations among investigated tissue
types. This postprocessing bases on the use of morphological operations, which are ex-
tended for color–coded images [1]. The postclassifying filtering is necessary, in order to
remove isolated pixels. Furthermore the filtering leads to a closing of homogeneous re-
gions, such that the result can be considered as a segmentation of the initial dataset.
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Abstract

This paper reports a segmentation pipeline for automatic analysis of multi–modal to-
mographic images. It aims as a computer based support at the localization of patho-
logical tissue such as brain tumors. The segmentation pipeline includes texture analy-
sis, classification with Kohonen Feature Map and knowledge based morphological
postprocessing. Furthermore the paper sketches a statistical investigation of differ-
ent texture discrimination methods such as the wavelet transform. Segmentation re-
sults that have been reached with this pipeline are used for surface reconstruction
and 3D–visualization of pathological tissue.
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1 Introduction
Segmentation of medical images remains a challenging task, nevertheless imaging tech-
niques have been developed and improved over the last years. As a consequence a variety
of approaches were made, in order to segment tomographic image data stemming from
computer tomography (CT) or magnetic resonance imaging (MRI). The approaches in
general address the identification  and distinction of tissue types such as grey and white
matter separation as well as the localization of pathological tissue. Reliable and robust re-
sults of segmentation algorithms are required by various applications such as irradiation
planning, volumetric measurement for tumor regression observation or surface recon-
struction for 3D–visualization. Applying image analysis techniques to multi–modal
images often involves interactive or semiautomatic techniques [2]. Although there are dif-
ferent approaches that realize an automatic segmentation scheme for tomographic images,
they do have common drawbacks: They either rely on a high number of image bands,
which results in stressful long acquisition times, or their capability is limited to a small
number of detectable anatomical classes, such as cerebospinal fluid (CSF), gray and white
matter separation as elaborated in  [4].


